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Abstract

The Malyuzhinets technique is reviewed based on his fundamental papers of the 1950s. Subsequent developments are
surveyed and recent advances are presented. The review is focused around the basic problem of determining the wave field
scattered from the edge of a wedge of exterior anglendth arbitrary impedance conditions on either face. We begin by
establishing a direct relationship between the Sommerfeld integral representation and the Laplace transform. This provides
fresh insight into Malyuzhinets’ inferences about functions representable via the Sommerfeld integral and, simultaneously,
allows us to prove both the inversion formula for the Sommerfeld integral and the crucial nullification theorem. The special
functionsne (z) andy¢ (z) occurring in Malyuzhinets’ theory of diffraction from a wedge-shaped region are described. Based
on this theoretical background we present a detailed derivation of the well-known Malyuzhinets expressions for the wave field
diffracted by an impedance wedge. An alternative representation of the Malyuzhinets solution as a series of Bessel functions
is also presented that is completely equivalent to the integral form of the Malyuzhinets solution. This permits a description
of the wave field in the vicinity of the edge of an impedance wedge, when 1, and simple expressions are given for the
tip values of the field and its first derivatives. The edge valyean be expressed in terms of Malyuzhinets functions, and
its magnitude is easily evaluated if the impedances of the wedge faces are purely imaginary.glhus,/ ® with equality
only for a wedge with Neumann boundary conditio@sl999 Elsevier Science B.V. All rights reserved.

1. Introduction

Diffraction from a wedge is a well covered topic, dating back over a century; see Refs. [1,2] for early citations
by Sommerfeld, Poincar MacDonald, and others. Corresponding solutions relevant to the Dirichlet or Neumann
boundary conditions on the wedge faces are presented in more detail in Refs. [1-9]. The generalised problem
with impedance boundary conditions on the faces was solved by Malyuzhinets in his D.Sc. Dissertation [10], and
described in a series of classic papers [11-14], culminating in the concise solution outlined in his 1958 paper [15].
His solution was deduced in the form of a Sommerfeld integral with an integrand involving a new special function
Yo (z). Malyuzhinets later gave a short review of the method in Ref. [16], his only paper published in a non-Russian
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journal. His works extended and transformed the intuitive Sommerfeld approach into an elegant formal procedure

that exploits basic concepts of mathematical analysis rather then constructing images of a real source in a fictitious
branched Riemann space. Williams [17] independently solved the problem for a wedge with the same impedance on
each face in terms of the Sommerfeld integral and a double gamma function, whereas Senior [18] using the Laplace
transform provided a solution of an electromagnetic diffraction problem involving a wedge with finite conductivity.

Further contributions to the Malyuzhinets theory were made by Tuzhilin who developed a theory of related
functional equations [19-21] and demonstrated the possibility of extending the Malyuzhinets approach to more
sophisticated boundary conditions [22] (the solution for the particular case of a thin elastic semi-infinite plate was
published in [23-25]). Diffraction of a transient scalar wave by an impedance wedge was considered by Sakharova
and Filippov in [26,27], and the result was expressed in terms of the special funegtiG) occurring at the
Malyuzhinets theory. In [27] Filippov gave also a complete uniform asymptotic expansion for the far-field scattered
by an impedance wedge.

Zavadskii and Sakharova [28] developed the first numerical procedures for computing the Malyuzhinets special
function and deduced some useful analytical representations [29,30]. Numerical calculations of the fign@tion
relevant to a screen, were discussed by Volakis and Senior [31], and Hongo and Nakajima [32] derived an expansion
for the general functiony¢ () by using Chebyshev polynomials. Herman et al. [33] provided simple analytic
expressions forre () for small and large arguments. Osipov presented more refined approximations accurate
to better than 0.01% over the whole comptexylane by combining direct numerical integration in the integral
representation ofr¢ () given by Zavadskii and Sakharova [29] with summation of a new series representation
of the Malyuzhinets function [34]. Further contributions are authored by Aidi and Lavergnat [35] who utilised
the results of [34] and also proposed alternative methods permitting to save computational times. The authors of
[36] have proposed to evaluate the Malyuzhinets function by rearranging its integral representation and performing
numerical integration according to trapezoidal rule, in contrast to Laguerre quadrature employed in [34].

Malyuzhinets’ solution, having the form of a Sommerfeld integral, is perfectly suited for the purpose of subsequent
far-field analysis. In contrast, the analysis of the near-field behaviour requires an alternative representation for the
solution. This was achieved by Budaev and Petrashen’ [37] who found series representations of the field diffracted
by a wedge with equal face impedances, and by Osipov [38] who deduced the series solution for the general case
of arbitrary face impedances.

Depending upon the value of the vertex angle, the model of an impedance wedge uniformly includes a variety of
canonical geometries, including an imperfect half-plane, a flat surface with an impedance step, and an impedance
horn. Many papers have appeared dealing with both electromagnetic and acoustic applications in these configura-
tions. For instance: plane wave scattering from an impedance half-plane [39,40]; radiation of a line source at the tip
of an absorbing wedge [41-46]; Green'’s functions [47,48]; edge waves [49]; diffraction of surface [45,50,51], plane
[45,52-59], cylindrical [45,47,48,60—64], and transient scalar [26,27] waves by an impedance wedge of arbitrary
angle. The corresponding mathematical solution for the impedance wedge can therefore serve as a universal basis
for treating scattering and diffraction problems. However, the lack of comprehensive publications of Malyuzhinets’
results and the apparent complexity of his solution, caused many researchers and engineers to utilise different
mathematical approaches which proved to be either less efficient for this class of diffraction problems, such as
the Kontorovich—Lebedev transform [65] and the method of eigenfunction expansion [37,66], or fundamentally
restricted to rectangular geometries, such as the Wiener—Hopf technique [67], or the methods described in [68—
71]. In this paper we restrict ourselves to the Malyuzhinets method and the arbitrary-angled impedance wedge,
and therefore this review does not include a great many publications dealing with the Wiener—Hopf method and
rectangular geometries (for a detailed discussion of this subject see [72—74]).

The purpose of this paper is not to derive the solution for the impedance wedge, which is well known, but to
discuss the key points of the Malyuzhinets theory, emphasizing its fundamental character and the physical clarity of
its consequences. We believe this is important for further understanding of wave phenomena because Malyuzhinets’
approach provides a powerful means for tackling one of the basic questions of wave theory, that is, the diffraction
by edged obstacles. It should be pointed out that this paper gives our own insights into this theory, which almost
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certainly differs from the original and highly unconventional concepts introduced by Malyuzhinets, which basically
utilised sophisticated geometrical constructions rather than algebraic manipulations [10]. This review is intended to
demonstrate that the key principles of Malyuzhinets’ method can be explained in a simple way, easily understandable
by Wiener—Hopf people, in terms of certain well-known facts from the theory of functions of a complex variable.
We hope that this will satisfy the demand for more detailed explanations of the method that has arisen decades after
the publication of Malyuzhinets’ famous papers of the 50’s (see, for example, [75]).

The paper is organised as follows. Section 2 is devoted to foundations of the Malyuzhinets theory. It starts (Section
2.1) with two key propositions in Malyuzhinets’ method: the inversion formula for the Sommerfeld integral and the
nullification theorem [13]. Unlike Malyuzhinets’ original papers, this section presents an alternative derivation of
these identities which makes use of the relationship between the Sommerfeld and Laplace integral representations.
This allows us to interpret the foundations of the Malyuzhinets method as a direct consequence of the Watson lemma
and the Liouville theorem, the two basic statements of the Laplace transform theory. In this section we follow the
approach presented in [76]. The properties of the Sommerfeld integral are also discussed in [45,66].

Section 2.2 describes a special functian(z) relevant to the solution of the radiation problem when the wave field
is excited within a wedge-shaped region by sources distributed on its boundaries [11,12]. Section 2.3 is devoted to
the special functioy¢ (z) that arises from the theory of diffraction by a wedge with impedance boundary conditions
[15]. These two sections gather together almost all the known analytical results concerning the fuatoasd
Yo (z) presented in the literature so far.

Section 3 addresses the derivation of Malyuzhinets’ solution for diffraction from animpedance wedge. We provide
a detailed and complete derivation of the relevant transform function, using only the Fourier transformation. This
section may be considered as our interpretation of the procedure only briefly outlined in the famous Malyuzhinets
paper [15]. Section 3 concludes with a closed-form expression for the transform function in terms of the special
function¢ introduced in Section 2.3.

Section 4 of the paper deals with another form of the solution for an impedance wedge. We show in Section 4.1
how the Malyuzhinets solution deduced initially as a Sommerfeld integral can be transformed into a series in terms
of Bessel functions. We present an alternative representation which is exact and completely equivalent to the initial
Sommerfeld integral, and in agreement with the well-known series solution for wedges with ideal boundaries.

The series form of the solution has some advantages over the Sommerfeld integral for analysing the wave field
in the near-and intermediate zones whierés no longer a large parameter. On the basis of the series representation
we deduce simple expressions showing how the singular components of the wave field behave close to the edge of
an impedance wedge.

In Section 4.2 we study the tip value of the field, providing both computational results and simple analytical
formulae. These results have proven useful in the far-field analysis of the Malyuzhinets solution.

Because of the space limitations, this paper does not address topics related to the far-field analysis of the Ma-
lyuzhinets solution. This is the subject of a separate paper [77], which discusses the far-field specifically and provides
some new results for the diffraction coefficient.

2. The foundations
2.1. The Sommerfeld integral and its inversion

We are concerned with solutions to the Helmholtz equation

2u  1du 1 9%

L ) 1
ar2  ror r28¢2+ ! 1)

within a wedge-shaped region @ r < oo, |¢| < ®, see Fig. 1. Heré = w/c andc is the wave speed. The
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Fig. 2. Integration contours of the Sommerfeld integral.

functionu(r, ¢) represents either the sound pressure in acoustics or a component of the electric/magnetic field in
electromagnetics.

Within the framework of the Malyuzhinets method the solution to the problem of diffraction by a wedge-shaped
domain is sought in the form of an integral

u(r, ¢) = i,/e—”” O § (v 4 ¢p) da, )
2ri J,

taken over the contoyr = y. | J y— in the spectral complex plare(Fig. 2). Herey, is a loop in the upper half of
the complexx-plane, beginning at /2 +ioo, ending at-37 /2 + ico, with Im « lying above an arbitrary minimum,
such that no singularities of the integrand occur withirfor all |¢| < ®. The contoury_ is the image of/, under
inversion about the origin = 0. The ends of the integration contours are located in those portions of the complex
a-plane (hatched in Fig. 2) where [fncosa) < 0 to ensure convergence of the integral.

The integral of the form (2) has been introduced by Sommerfeld in his famous paper of 1896 on diffraction of an
electromagnetic wave from a perfectly conducting half-plane. For arbitrary spectral fus¢tipthe Sommerfeld
integral (2) satisfies the Helmholtz equation (1) and can be interpreted as an expansion of the wave field into a plane
wave spectrum.

The symmetry of/, andy_ yields

. 9) = 5 / e keS¢ 1 ) — S(—a + )] da, ®)
Y+
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implying that the integral (2) is invariant under the transformafiém) — S(«) + const. By appropriate choice of
this constant we can set, without loss of generality,

S(ioco) = —S(—io0), (4)

which will be assumed hereinafter. This limiting valueSin (4) is related to the potential function at the wedge
tip. Thus, ag- — 0 we may let the contour; recede towardssb, in the limit obtaining simply

u(0, ¢) = 2iS(ic0). (5)

The Sommerfeld integral representation (3) can be expressed in a concise form

Fry =2 [ etreoss () da, (6)
Ty,

with F(r) = u(r, ) and 2f (@) = S(x + ¢) — S(—a + @), representing at a given value of the parameténe
potential function and the odd part of the transform function, respectively. Thus, the key point of the Malyuzhinets
theory is to prove that the functions(r) to be sought can indeed be represented as (6) fuigh being an odd
function of«, analytic inside the contoyr; and bounded at infinity Inm = 4.

To this end, deform the integration contguy into a new contoufy,. (Fig. 2) lying entirely within the strip on
the complexx-plane in which Intk cosa) > 0, and which is defined by the equation(Rék cosa) = o, where
o is a positive constant. Along this latter contour the exponent function in (6) is oscillating and bounded, which
ensures the convergence of the integral so far as the bounded transform fupictiorase concerned. Notice that
no singular points of the functioli(«) may fall between the contougs. andy, because of analyticity of («)
inside the loop/;.. Thus, one has

F(r) = i e—ikr Cosaf(a) do. (7)
Ty,

Next, changing the integration variable accordingte: —i cosa transforms the expression (7) into

1 o+ioco .
F(r)=r € Q(p)dp, 8)
Tl Jo—ico
with
_2f@
Q(p) = sing )

Eq. (8) represents an inverse Laplace transform, and its inversion can therefore be achieved by the direct Laplace
transform

+00
o= [ erred, (10)
0
or, in terms of the variable,
ik 400 |
fla) = > sina/ gk eos b gy, (11)
0
Expressions (7) and (11) are completely equivalent to those of the Laplace transform, (8) and (10), respectively.
The analyticity of the transform functiofi(«) inside the contouf,. results from that of the Laplace transform

function Q(p) to the right of the contour Rg = o [78]. The fact thatf (@) is an odd function o is dictated by
the form of Eq. (11). Indeed, foF (r) = O[exp(—br)] with b > 0 whenr — +o0, which is true for outgoing
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Fig. 3. Integration contours in the complgxplane.

fields in media with absorption, arbitrarily small at least, the exponenti/exposx) in (11) can be expanded into
a power series irkir cosw, thus proving the oddness ¢f«).
The asymptotic behaviour of the transform functjffa) as Ime — +oo can be derived using Watson’s lemma,
one of the key statements in the theory of the Laplace transform, which relates the behaviour of the original function
F(r) for r — 0 to that of the image functio@(p) when|p| — +oo [78]:

Lemma 1(Watson). Let § be a non-negative constang (r) an analytic function on the complexplane within
asector Rs = {r : |argr| < 6,0 < |r| < 400} inwhich it satisfies uniformly inargr the inequality

|F(r)] < MIr|™ exp(blr)), (12)

with M, a, b being certain real and positive numbers. Then, fpt — 4o0 in the sectorPs = {p : |argp| <
/24 8,0 < |p| < +oo} the following estimate is true

1Q(p)l = O(pl™), (13)
where Q(p) is the Laplace image function associated with the original functiom).

It follows from this lemma and the formula (9) that on the compleplane in the strip arg— 7 — § < Rea <
argk + § when Ima — +oo0 the Sommerfeld image function is estimated| figx)| = O{exp[(1 — a)Im «]}.
Specifically, f (o) can be bounded by a constant if the original functitin) takes a finite value at the point= 0,
which corresponds te = 1 in the expression (12).

In order to complete the derivation of the Malyuzhinets inversion formula for the Sommerfeld integral taken
over the wide contouy,, see Eqg. (6), one should justify widening the narrow integration congguin Eg.
(7) into the crosshatched regions on the compleplane (Fig. 2). In the compley-plane this corresponds to
replacing the contour Re = o with a new one, say., going to infinity in the left half-plane along the directions
argp = (/2 + ¢) with 0 < € < /2 (Fig. 3).

One can readily see that the constraints placed on the original furfetiorby the Watson lemma are sufficient
to validate such a contour deformation within the se@pfor large enough values ¢p|. Indeed, it follows from
the theory of the Laplace transform [78] that for sufficiently large valugg pfwith a possible exception of the
point at infinity | p| = oo) the image functiorQ (p) has no singular points in the sect®y if the original function
F(r) in the neighbourhood of the poitit| = +oc0 in the sectorR; is analytic and meets the estimate

|F(r)| < Myexp(b|r]), (14)

whereM1, b1 are certain positive constants. The lastinequality (14) is automatically satisfied by functions complying
with condition (12) of the Watson lemma. Thus, each functigr) conforming to the estimate (12) has asits Laplace
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image a functionQ (p) which is both vanishing according to (13) and analytic within the se@§dor |p| — +o0
(note thatQ (p) may have singular points in the sect®y, but only at finite distances from the origin= 0).

It is now straightforward to formulate the Malyuzhinets theorem on the inversion of the Sommerfeld integral
[23]. In fact, this theorem results from the foregoing as a direct consequence of the Watson lemma.

Theorem 2(Inversion formula for the Sommerfeld integrallet M, M1, a, b,§ be positive numbers, and let be
a number satisfyind) < ¢ < inf(8, 7). Let F(r) be an analytic function in the entire sect®; in which it
satisfies uniformly iargrthe inequality(12):

|F(r)] < MIr|™ exp(b|r)).

Consider the Sommerfeld integ@&l) over the contoury, that goes froma = argk + € +ico to o = argk —
7 — € +ioco. Then, among odd functiong («), which are analytic on and within the contoyr, except at infinity,
and which may not grow likexp(Im «) or faster asima — +o0,

(i) there exists one and only one solutigiie) to the integral equatio(6);

(iiy for Im(kcosw) > b this solution is represented by the inversion form{1a);
(iii) inside the contoury; whenIma — 400 itis estimated by the inequality

| f(a)] < M1exp[(l—a)lma].

An important consequence of this theorem is that there are funckignsthat can be represented as the Som-
merfeld integral (7) over the narrow contopy but not if the integration is performed over the wide contpur
For example, solutions of wave problems involving point sources, like the Green function, possess a singularity at
the source location point and therefore can not be represented as the conventional integral (6) which becomes in this
case divergent. However, it is still possible to use the modified integral (7) to represent such solutions (see [48]).

To conclude our discussion on the foundations of the Malyuzhinets theory, let us take a look at another key
statement of this theory: the nullification theorem for the Sommerfeld integral [13].

Theorem 3(Nullification of the Sommerfeld integral)Consider the homogeneous integral equation
1 .
—/ e kreose £y do = 0. (15)
Ty,

Let the asymptotic behaviour of the functfiiz) whenlma — +oo be bounded by the estimaféa)| <
O[ exp(D Im «)]whereD denotes a real number, positive or negative. Then, among odd fungtignsanalytic on
and within the contouy,. except at the point at infinity,
(i) there exists only the trivial solutighlw) = 0 to theEq. (15) if D € (—o0, 1);
(i) otherwise, fob > 1 the homogeneous integral equatifib) is satisfied by any trigonometric polynomial
expression of the forffie) = sina) ), _1Cn cos™ 1o where C,, are arbitrary constants, and: means
the integer part of D.

This theorem is used to solve equations that arise from applying the Sommerfeld integral to boundary conditions
involving higher-order field derivatives with respect to the space coordinates. The examples are the boundary
conditions simulating the presence of a membrane or a thin elastic plate in an acoustic media, or a thin non-metallic
sheet in problems of electromagnetic diffraction.

Malyuzhinets proved the nullification theorem by integrating by parts in Eq. (15), thus reducing (15) to a form
which permits the application of the inversion formula wilir) = 0. It is shown below that the nullification
theorem follows from the so-called extended Liouville theorem (see, for example, [79], p. 84).

Consider Eq. (15) in terms of the complex variaple= —ik cosa, related to the Laplace transform. Then one
has the equation

/e”rQ(p)dp =0, r>0, (16)
L
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in which the contoult. is the image of the contoyr, in the complexp-plane (Fig. 3). Eq. (16) implies th&(p)
has no singular points inside the cont@uiOn the other hand by the definition of the contpurthe functionQ (p)
must be analytic to the right of the contolras well, since this area corresponds to the interigr,ofThus, the
function Q(p) is an entire function of the complex variabhover the whole compley-plane.

If the asymptotic behaviour of («) is estimated wittD < 1, then according to its definition in Eq. (R (p) —
0 as|p| — +o0. The further application of Liouville’s theorem, which states that a bounded entire function is a
constant, uniquely determingX(p) to be identically zero. Alternatively, ib > 1, then in the vicinity of the point
at infinity the functionQ (p) behaves like @ p|°~1), and according to the extended Liouville theorem the function
Q(p) is a polynomial inp of degree not exceeding the integer part of the differdheel. In terms of the variable
« thisimmediately giveg () = sina)_,,_1Cn cos™ L, which completes the proof of the nullification theorem.

2.2. The functiome

We begin with the functiom¢ introduced by Malyuzhinets in 1955 [11] for solving the problem of acoustic
radiation from the faces of a wedge undergoing prescribed normal velocity. The normal velocity into the fluid on
either face is

n i 814( )
v=Et—— —(r, ,
wpr ¢ =+

wherep is the fluid density. Therefore, we first consider the boundary condition

]:—rg—:;(r,d)):l, ¢p=0, 0<r < oo,

]:_rg_;(r,qs)zo, ¢=—-D, 0<r <oo. a7)
We begin by noting that the Sommerfeld transformfof 1 is f () = —% tana, or
1 .
—,/e_'kr €O tane dae = —2, (18)
2ri J,

which can be deduced by first using Eq. (3) followed by the change of variabte €os. This permits us to rewrite
the boundary conditions (17) in the form
1
2ri ),
1

27l i

g kreoser gy 4+ @) + S(—a + ) + see]sina do = 0,

e kreos[ gy — @) + S(—a — )] sine dor = 0. (19)
According to the nullification theorem, the integrals in Eqg. (19) vanish for all O if and only if the integrand
functions vanish for akle. PuttingS(«) = ne (¢ + @) yields the pair of functional equations
ne(a 4+ 2®P) + neo(—a + 29) = —seax, ne (o) +ne(—a) =0, (20)
the latter implying that (@) is an odd function of its argument. The former equation may therefore be written as
ne (@ — 20) — ne (o + 2P) = sea. (22)

The equation in (21) can be solved using the integral transformation [15]

no () :/ooe*”“c(z) dt, G(t) = —%fooe”“%(a) da, (22)

—ioco —ioco
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which differs from the conventional Fourier transform only by a change of variables. Multiplying both sides of Eq.
(21) by exgtir) and integrating, yields

ico  Aita -1
¢ do = — [4 sin(2®t) cos (%)} , (23)

G = 4msm(2d>t)/,oo CoSw

and therefore,

1 +ioo e—itoz
no(@) = _Zf_ioo sin(2t®) cos(wrt/2) dr. (24)

This is the fundamental identity which we will use later for the problem with impedance boundary conditions.
Eqg. (24) may be rewritten [29]

1 [ sinh(sa)ds
o) == | nn(se . (25)
2Jo cosh(3ms) sinh(2ds)
The functionne has the additional properties
b b b g T
o(atg)+moe-3) =5 (55) (26)
no(o + @) + ne (e — ) = ne2(w), (27)
which follow from (25) and the integral identities, valid fdRex| < 1,
* cosh(ra) T T * sinh(ra) T T
—d = — -, —d = —t —_— ). 28
/0 coshr ! Zsec( 2 ) /(; sinht ' 2 an( 2 ) (28)

Eqg. (25) implies tha¢ (o) is analytic for|Rea| < %rr + 2®. It may be continued to values efoutside of this by
repeated use of the functional relation (21). Therefgig) possesses only simple poles and no branch cuts, and
the poles are at the points

P %(Zm — 1) 42020 — 1), (29)

forn,m =1,2,3,..., with residues—1)"—1, implying [11]

(— 1)l+12a
no(@) = ZZ @ —[Z@2 1) +20(2q — D)2’ (30)

I=14=1%

This simplifies further whe® = nx/(4m), wheren/m is rational and irreducible: thus [15],

o dm (@) = ZZ( 1)l—tan[ - a(k l)} n odd,

k 1/=1
1w lra o
Maran (@ = =33 (D' = [2 4 ak, 0] cot[% +atk. D], n even (31)
nk:ll:l T Ln n
where

2-1 2k- 1) (32)

b4
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For example [11,32],

_ 1t na _2a—7TSina
Nr/a(a) = > a > Nry2(a) = 47 cosa
1 a\ 3+ 2cos(a/3)
Nan/4(@) = —gtan (6) (1+ 2003(a/3)) :
@) = (v/2 — cos(a/2))sin(a/2) — a/m
8000 = 4 cosy ‘

Returning to the original problem, we can now consider the case when the faces each have constant prescribed
normal velocitiea, on¢ = £®. The solution is given by (2) with

S(a) = pcvine(a + @) + pcv_ne(a — D).
The value ofy (ic0) is readily deduced from (26) ag (ico) = —in/(8®), which together with (5) implies that
the wave field at the edge, the tip pressure, is [11]
b
49

Malyuzhinets [12] derived further results concerning the solution for vibrating faces. Among them is the remarkable
fact that the acoustic power radiated from the faces in the region O< r1 is

u(0, ¢) = pc(vy +vo). (33)

pc
7(|v+|2+ lv_|?)r1,

for large values of1. This is the same power predicted on the basis of the plane wave approximatigrd) =

pcv4, and implies that the edge causes no additional radiation. Malyuzhinets also considered the more general
situation where the faces vibrate with velocity proportional to (exipr cosg), 8 constant. He introduced and
discussed the generalised functigif(c, B) [12] which reduces tgq (o) whenpg = %7‘[.

2.3. The functiory g

The Malyuzhinets functiofy¢ [15] is closely related t@o mathematically, although the physical interpretation
is not as immediate. We will return to this later, but for the moment defigas

Vola) = exp[ /O ne(t) dt] . (34)

It is an even function of its argument and it follows from Egs. (25) and (34) on carrying out the integration with
respect ta that [29]

Foo cosh(tar) — 1 ] (35)

Yola) = exp[—E/O t cosh(tmr/2) sinh(2t d) '

|Rea| < %71 + 2®. It may be continued outside this strip by using any of the functional properties [15]:

z:g—i_;z; = cot (% + %) , (36)
bo (a3 v (o= 3) = v3 (3) eos(55). @)

Vo (@ + P)Wo(a — D) = Y2 (D) Yao/2(a). (38)



A.V. Osipov, A.N. Norris/ Wave Motion 29 (1999) 313-340 323

These are immediate consequences of Eqgs. (21) and (26), and the identity

o a 7
/0 seczdz = logtan (5 + Z> . (39)

Moreovere (@) = Vo () Where the bar denotes a complex conjugate, and this together with its evenness property
and the functional relations (36) and (37) implies thiat(r) can be found for any complex-valuedonce it is
known in the fundamental domain9 Rea < inf(%n, 20), Ima > 0.

As a function of the complex variable the Malyuzhinets function/ («) has zeros a& = +a,, forn =
1,23,..., m=1235,... andpolesfom = 2,4,6, .... Therefore, using Egs. (30) and (34)

(71)1-%—1

oo o0 052
1//4:(06):1_“_[{1_ [%(21_1)+2d>(2k—1)]2} . *

I=1k=1

This again simplifies fo® = 7n/(4m). Using Eq. (31), we find that [15],

mon (o cosfatk.n] \ 7
I,”JTn/4m(Ol) = HH( 2 - ) , if nis odd

i1 \ €OS Bak, ) + £]

m n (_1)1 a(k,l)+o/n
Yenjam (@) = l_H_[ exp / ucotudu |, if n is even (41)

k=1/=1 T Jatkh

wherea(k, [) are defined in (32). Specific examples are [15],

o 4 o o
Yra(a) = cos3, Y3nja(a) = 5 3 00Sg — 35€G;.

(@) = ex 1/“2t—715lntdt
Vrj2(e) = €Xp 4z Jo cost ’

%(a):exp[_%/o“n sint — 24/21 Sin(t/2)+2tdt:|'

cost

The Malyuzhinets function can also be represented as follows [34,38]:

Vo(2) = 7%( ) eXp{—ls% + 1 (sz, <I>)} (42)

Heres = sign(lm z) and

(43)

I(w, @) = Z( Dt

{ drkw/(29) g @k—Dw }
k=1

2k cos fr2k/ (4D)] + (2k — D sin[2® (2k — 1)]

The series in Eq. (43) converges absolutely ifdm= 0. For|Im z| > 1 the term/ (w, ®) in Eqg. (42) becomes
negligibly small, which leads to the asymptotic formula

Vo(o) = 7%( ) exp(—iszo ). (44)

The latter coincides asymptotically with the one given by Malyuzhinets [16]

Tz 1 [t Tt dr
poor = eos (ol [ [en(55) ) “
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and also matches the more complicated expressions deduced in [26,30]dMaem /[2(2m — 1)] with n andm
integer numbers, certain members of the series (43) become infinite. Nevertheless, these singularities cancel each
other and the total remains bounded.
A ForTRAN program for the computation af (o) using the approximations from [33] is available in the book
[73].

3. Malyuzhinets’ solution for diffraction from an impedance wedge

We consider the same acoustic configuration as in Section 2.2 where the faces of the wedge now have impedance
boundary conditions of the form

u(r,£®)+ Z4v+(r) =0, O<r < oo, (46)

for complex-valued constang. . The excitation is assumed to come from an incident plane wave from the direction
%o,

Uinc(r, ¢) = Uo €xpl—ikr cos(¢ — ¢o)]. (47)

The problem differs from that of the vibrating faces because now both the surface pressure and normal velocity are
unknowns. The parametefs. are the specific acoustic impedances [2] of the faces and are assumed to have
non-negative real parts. It is simpler to work with the complex-valued algleefined by

sinfy = Zo/Z+, (48)

which have O< Ref. < /2 and arbitrary imaginary parts (herg is the free space impedange, in acoustics).
The impedance boundary conditions thus reduce to the following conditions for the pressure

]:—rg—; + sinfru=0,¢ =+0. (49)
Malyuzhinets’ theory can also handle complex valued incidence apgl@ghich allows one to consider excitation
arising from non-homogeneous incident fields. In particular, puttifng= ® — 64 with Imé, < 0 in Eq. (47)
gives a surface wave travelling along the upper face of the wedge towards its edge. Analogously, the substitution
¢o = —® + 6_ with Im6_ < 0 transforms the excitation (47) into an incoming surface wave propagating over the
lower face of the wedge. For I > 0 these are no longer surface waves because their amplitudes do not decay as
the observation point moves away from the boundaries. Note also that the function (47) desciilcesrangwave,
that is, one going from infinity toward the edgeffe¢o| < ®. Thus, in what follows we assume that the parameter
¢o can be a complex number with® < Regg < ® and an arbitrary imaginary part, thatispo < Im ¢g < +o0.

Similar mathematical problems appear in electromagnetics in the case that the plane wave is incident transverse
to the edge of the wedge. Then, assuming that the edge is aligned waitatiseof the cylindrical coordinate system
(r, ¢, z), one hasi(r, ¢) = H,(r, ¢) and si. = n for H-polarization and:(r, ¢) = E,(r, ¢) and sindy = nil
for E-polarization whered, and E, are thez components of the magnetic and electric fields, respectivelyyand
stand for the normalised surface impedances [73].
We proceed as before, assuming, ¢) has the form of the Sommerfeld integral (2), subject to the condition that
the far-field must now reduce to the given excitation (47)). Applying the boundary conditions (4%jiten by
Eq. (2) yields two integral identities

/e‘”" COS(sing + sin6)S(w + d)da =0, 0 <r < +oo. (50)
14
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Rewriting these as in Eqgs. (3) and (15), and then invoking the nullification theorem leads to a pair of functional
equations

(sina % sinfy)S(a + ®) — (— sina £ sindy)S(—a £ ®) = CT sina, (51)

with arbitrary constant€* on the right-hand sides. Taking the limit kmn— oo implies the relationg* =
C~ = S(+ioc0) + S(—ioo), which, according to the normalisation condition (4), give = 0. Thus, the functional
equations to be solved are

(sina £ sinf4)S(a £ ®) — (—sina & sinf+)S(—a £ ®) = 0. (52)

The required solution of this system must be bounded at an infinitely distant poiatpo, and also satisfy the
regularity condition [15]. The latter means that the function

U
S(ar) — —> (53)
o — ¢o
should be regular within the strifip = {« : |Rex| < @}, which is necessary to reproduce the incident field
47).

Inwhat follows we adhere to the procedure briefly outlined by Malyuzhinets in 1958 [15]. Suppose that a function
V() is a particular solution to the functional equation (52), which has no poles and zeros in tHégtilipen,
the substitution

V()
(o)
reduces the system (52) to the simple equations

S(a) = Up o(a) (54)

ot ®) —o(—a+d)=0. (55)

Solutions to these equations can be composed using trigonometric functions, suchds €ds)] or secp (¢ + ®)]
with
T

_ 56
V=29 (56)

and the one satisfying the regularity condition is

v COS(vepo)

- - . 67
sin(va) — sin(veo)

o(a) =

The key step in the solution procedure is, therefore, to construct the auxiliary furefwnwhich satisfies the
same system of equations &), i.e. (52), but not the regularity condition, sind€«) is not allowed to have any
poles in the stripRe«| < @.

We first rewrite the system satisfied #y(«) in the form

V(+®)  —sina=+ sinoy
U(—a+®)  sina+ sinbs

(58)
Then, taking the logarithm of both sides of these equations followed by differentiation with respegidtds

Y@+ ®)+Y(—a+ D) = 0, (a), Ya—®)+Y(—a—d) = 0_(a), (59)
where

Y(a) = % InW(a), (60)
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and

(61)

d —Sina + sinf+ 2 sinf4 cosa
Oi(a) = do N\ ————=—)=

sine + sin6y sin2q — sin26y "

Notice that the system of equations (59) satisfied by the logarithmic derivativg€of i.e. the functiort («), has
constant coefficients, and can, therefore, be solved by applying the Fourier transform.

The function) 4 (@) is regular along the imaginary axis in the compleplane, as itis seen from Eq. (61). Thus,
the transformation (22) can be applied to the system (59)), giving an algebraic problem for the Fourier transform
y(¢t) of the functionY («):

y)e " L y(—ne'? =g (1), y)€'® +y(—ne ' =q_(1), (62)
where
) = —— +in ()€ d (63)
q+ = o i + (o 'R

Solving the system (62) for the variableg) andy(—¢) yields

y(*) =F [q—(EF® — g4 (™" ?], (64)

i
2sin(2td)
which define the same functiorir) because (1), being Fourier transforms of the even functigns («), are both
even functions of. The solution of Eq. (59) is therefore

i +ico . eitd> e—i""dt
Y() == P gt _ 65
@ =3[ a0 —g eSS0 (65
where the integral should be evaluated in the principal value sense at the poiht
The solution (65)) can be expressed in terms of the funatiomtroduced in the foregoing. To this end, we first
demonstrate that the functions (¢) are
. COSf(r/2—641)]

gx(t) =+ cos(nt/2) (66)

This follows from the integral representation tpf (1),

singy [T @ cosy
t) = 67
9+(1) = F T /400 sinZa — sin264 * (67)
that results from Eqgs. (61) and (63). The change of variable—iIn t gives
i
go(t) = £ 2 SiN0LI (1, 01), (68)
b4
with
+00 tt(tz—l— 1)
I1(,0) = dr. 69
@ 6) /0 4 —212c0s(20) + 1 ' (69)
This can be evaluated if we consider the auxiliary integral
(2 + 1)
Ic(t,0) = 70
cf ) -/;(S,R) 4 — 272 cos(20) + 1 ‘ ( )

over a closed smooth contodie, R) which is supposed to be located entirely on the sheet of the comgiane
cut along the positive real axis, whereQOargr < 27 (Fig. 4).
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(1)

/{
/"\

\
\‘i

C(e,R)

Fig. 4. Integration contour relevant to the construction/@d).

The contourC (e, R) is around the branch cut, bypassing the branch poiat 0 on a circle of small radius
&, and bypassing the point at infinity along a circle of large radiuso as to enclose the pointg = exp(if),
0 = explilr — 0)], 13 = explilr + )], andt4 = exp[i(2r — 6)] at which the integrand in (70) has poles.
Assuming that-1 < Rer < 2 one may take the limits -~ 0 andR — 400, which leads to the relation
Ic(t,0) = (L— ¥, 6). (71)

On the other hand, the integral (70) can be evaluated by applying Cauchy’s theorem, as the sum of residues at the
poles of the integrand enclosed by the integration contour:

i 24: T 1(x2 + 1)

Ie(t,0) = —) —/————, 72
.9 2n:1rn2—cos(26) (72)

which because of Egs. (68) and (71) gives (66), as claimed.
Replacing the cosine functions in Eq. (66) with

1 . )
cos [t (% — Qi)] — E[e|t(7r/2—6)i) + e—ll(H/Z—Hi)]

followed by their insertion into Eqg. (65) yields
Y (@) = o+ g o—Z 4
(d)—ﬂd)(o{+ +E—+)+TI¢<O{+ —§+ +>
T b
+n¢(a—q>+§—9_)+n¢(a—cb—5+9_), (73)

where we have used the fundamental integral representation (24)) figy thection.
The function¥ (@) is related to its logarithmic derivativié(«) by the formula

U(a) = exp(/ Y (1) dt> , (74)
0
which, because of (73) and the definition (34) of the special funatigngives

\I/(a)zl/fq><oz+d>+%—9+>1//q><a+d>—%+9+>chp(a—d)—%—i-@_)

XWq)(a—q)—i—%—@,). (75)
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One may directly verify the validity of this formula by showing that it does satisfy the functional equations (58).
Substituting¥ (o) from Eq. (75) directly into Eq. (58), and using the fact that the Malyuzhinets function is an even
function of its argument, leads to the relations

Vet d) Yol 20 +m/2—01)Yo(a 20 —7/2402)
U(—a+ D) YolaT20 —7/240)Yola T2 +7/2—01)

(76)

These reduce to Eq. (58) by applying the functional property (36), thus verifying the fundamental identity (75).
The poles and zeros df («) are simply those of the four Malyuzhinets functions appearing in Eq. (75). Corre-
spondingly, the poles o¥ («) belong to the four families of points:

a=d+7+0,+4P,-30 -7 -6y —4nd, —-d—7—-60_—-4nd, 30 + 7 +6_ + 4nd. 77

withn =0, 1, 2,.... Note that the absence of poles and zero¥ Gf) in the stripIlp, which guarantees that the
transform functionS(«) given by Eq. (54) satisfies the regularity condition (53), is a consequence of the similar
analytic behaviour ofy¢ (@) for |Rea| < 2 + 3.

The asymptotic behaviour of the functidn(«) as Ima — +oo is given by

]_ .
) = v (%) e™ 1 + o(D)], (78)

which results from (75) and the property (44). Eqgs. (54) and (57), combined with the relation (78), ensure the
boundedness of the spectral functi®x) at the infinitely distant point I = oco. This, along with the identity
(5), specifies the finite value of the potential functiain, ¢) at the edge of the wedge as

T ) cos(ve¢o) (79)

lim,_.ou(r, ¢) = vUo¥g (— KT

2
This completes the construction of the auxiliary functibtw) and, therefore, the proper transform functifa)
relevant to diffraction from an impedance wedge, which is given by (54) together with (57) and (75). Before
proceeding further it is useful to discuss some limiting cases.
Using the functional relation (37), one may rewrite Eq. (75) as follows

T

V(o) =y (2) cos[%(a +d —9+)] cos[%(a —® +9,)]

Yot @ -3 +0)ve@—@+3 —0)
Vol +® -5 —0)Vala—®+5+0)

(80)

Thus, when the wedge faces are identical d,e= 6_, the function¥ («) is an even function of its argument.
Furthermore, under certain circumstancgésy) andS(o) may become 2-periodic functions ofr. More pre-
cisely, this is the case for arbitrary face impedancds i 7 /(4m) with m integer, while for equal impedances of
the faces the property holds whén= 7 /(2g) andg = 1, 2, 3, .... All these particular cases relate to the case of
an interior wedge, and, as one may prove by a simple analysis of the Sommerfeld integral (2) assuming its integrand
function to be z -periodic, the solution of the diffraction problendr, ¢) can be then expressed without integration,
through a finite number of residue contributions [15].
To prove the periodicity, first observe that the functiof) is necessarily 2-periodic whend = 7 /(2q) with
g an arbitrary integer, which results immediately from its representation (57). Next consider the auxiliary function
W () given by (75) and notice the relation

4 T 3
V(a4 27) = ‘I’(O‘)H cos [75 (o + iJr)]
i1 COS 35 (x + 57)]

(81)
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Witha1=a+CI>—%n+9+,a2=a+d>+%7{—94_,053:0:—(1)—%n+9_,anda4=a—d>+%n—9_,
which follows from repeated use of the functional property (37). The cosine functions in the numerator of Eq. (81)
can be represented as

cos X +§ = CO0S X +} cos n_z — sin z —l—}n sin n—z
20 \ T 2T) | T 40 \ M T 57 40 20 \** T2 49 )

which simplifies to(—1)" cos [;5 (ax + )] when® = 7 /(4m) with m integer. Thus, in the latter case the product
in Eq. (81) becomes unity, implying ther2periodicity of theWw («) function.

If the impedances of the faces are the same, that.iss 6_ = 6, this periodicity property ofl' («) occurs for
the wider set of vertex angles given toy= n/(2q) withg = 1, 2, 3, ..., which for every reproduces the previous
case of arbitrary impedances. To make this clear, we rewrite the products of cosine functions from (81) as

4
T 1 1 bid b4
L[lcos [E (ak + 5”)} = Zcos[ﬁ(a + 9)] cos [E(n +a-— 0)] ,
li[cos x o + §7r = }cos[l(n +a+9)] cos[l(Zn +a —9)]
] 40\ *T27 )| T a 20 20 ’
yielding

2

W +21) = ¥@)]] c0s g (P + 7]
k=1

cos( B/ (2®))

(82)

with 81 = o« + 6 andB2 = o + 7 — 6. Again, one may readily check that the product in Eq. (82) is always unity
if ® = 7/(2¢q) with integerq. Thus, we have established our claim concerningp2riodicity of the transform
function S(«).

Now consider what happens to the solution (54) in the particular cases of ideal boundaries. For vanishing values
of the Brewster angle$9-| — 0, Eq. (80) reduces to

1 4, /7 T
Y(a) - qu, (E) cos (ﬁ) , (83)
which, together with Eq. (54), yields
S(a) — Up— 28050 84)

sin(va) — sin(vegg)
Eqg. (84) is a well-known expression for the transform function of a wedge with Neumann boundary conditions
[1,2].

For a wedge with one face acoustically hard, say that at —®, while the other face has finite, non-zero
impedance, we get

U(a) cosfG(a— @)

S(@) = U k , 85
() Oa(a)‘ll(fﬁo) CoS I (o0 — @)] (85)
with
\il((x)=wq><a+<l>+%—9+)1ﬁq>(a+d>—%+9+). (86)

The limit of Dirichlet boundary conditions, i.e. li#.| — oo, can be treated on the basis of the asymptotic estimate
(44). This gives

1 4, /7 7
@]~ v <E) exp[ﬁ(um 0.] + ||m9,|)] (87)
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for the ¥ function, and therefore, the quotiebi{«) / ¥ (¢o) in Eq. (54) tends to unity, yielding another well-known
limiting expression

v COS(veo)
sin(va) — sin(veg)’
relevant to acoustically soft boundaries. If only one face of the wedge is acoustically soft, for ingtaneed,
then taking the limifim 6_| — oo in Eq. (54) gives

S(a) — Ug (88)

V(o
S(a) = Up—= o(a 89
(@) = U o0 (@) (89)
with W («) defined in (86).

We conclude this section by mentioning that the transfSto) from Eq. (54) is clearly a meromorphic function
of the complex variable. Its singularities are poles located at two subsets of points, one of which, given by Eq.
(77), is related to the auxiliary functiob(«), whereas the other subset comes from the trigonometric fungtion
and these latter are as follows:

o= (=1)"po+2m®, m=0%1,42, ... (90)

Consequently, the transforf{a + ¢) in Eq. (2) is analytic inside the loops. as long as they do not enclose any
poles of the function® (o + ¢) ando (@ + ¢). This is essentially the definition of the loops, which should reside
in the region wherd@m «| > V with

V = sup(|Im 6|, [Im ¢ol). (91)

4. Near-field approximations

4.1. Series representation of the Malyuzhinets solution

The solution in Section 3 is in the form of a Sommerfeld integral (2) with its transform function given by Eq.
(54). This is well suited to analysing the wave functian, ¢) far from the edge, where- >> 1 and the saddle point
technique is applicable. On the other hand, this technique cannot be applied to evaluate the Sommerfeld integral
in the near and intermediate zones whisre< 1. Another representation of the Malyuzhinets solution is therefore
required to describe the wave field diffracted by an impedance wedge in the vicinity of its edge. In this section we
represent the Malyuzhinets solution as a series of Bessel functions [38], which in the limits of Dirichlet-Neumann
boundary conditions reduces to the well-known expressions [1-7]

o
u(r, @) = 4oy 8, v 2, (kr)x[vp(® + $)]x[vp(® + ¢0)]. (92)
p=0
whereJ,, (kr) are the Bessel functions of the first kind= 7 /(2®) is defined in (56), and, = 1if p > 1. The
values of the other parametées v, as well as the definition of (7) depend upon the type of boundary conditions.
They are as followsiy = % vp = vp,andy (r) = cosr if 6+ = 0 (hard faces)jo = 1, v, = vp,andy(r) = sint
if Im 6 = oo (soft faces)fo =1, v, = v(p + %), andy (t) = sint if 64 = 0 and Imd_ = oo (mixed boundary
conditions).
We begin by noting that the Sommerfeld integral in (3) involves integration over oneylpagxtending to
Ima — 400 and residing entirely in the upper half-plane dm> 0. By referring to the analytical form of the
expansion of the trigonometrical factor in Eq. (54),

o(ta+¢) =T 2vr§an_1(i¢o) exp[inv(a +o)+ m%] , (93)
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with a,,_1(¢0) = sin [n(veo+7/2)], one may search for the expansiors@fta + ¢) into a sequence of exponential
functions{ exp(iupoz)}*i‘(’J such that O< Revg < Revy < - -+

This is clearly achieved if the remaining factor in Eq. (54), thadi&ta + ¢) is expanded in a similar form. To
this end, it is useful to exploit series representations (42) from Section 2.3. Since-1Wv throughout the whole
contoury, we may replace all the Malyuzhinets functions occurring in (75) with the series representations (42),
which yields

1 A S Sl
W(+a + ¢) = Z‘”é (E) e V@) gxp |:Zb]:{te|vk(aj:¢) + chiel(Zk—l)(oziqb):| ’ (94)
k=1 k=1
where
k k cos(vk/2) k cos(vk/2) ’
. : (95)
4+ sin[(2k — 1)6,1et@-D®  gin[(2k — 1)§_leT *-D®
c, = .
7 (k= Dsin[202k — 1)] (k — %) sin [20(2k — 1)]
The expansions (93) and (94) can now be used to rewrite the transform function as a double series
+00 _
Sy =Y Sy e, (96)

p-q=0
Wheresij are constant coefficients amg, = vp + ¢. Inserting Eq. (96) in Eq. (3) and using the integral repre-
sentation of the Bessel function
Jy(2) = _ieivn/Z/ efizCOSaJrivotda’ (97)
2 +
converts the Malyuzhinets solution into the series expression of the form
Ve (7/2)

“r9) = U054 40

o0
37y, Ry £ (o) (g PTG g eI/ 2 0, (98)
p,q=0

The coefficientsf, (¢o) andgflIE may be obtained from the generating functions

oo o0
> et = exn( Yot ). )
q=0

k=1
> Fr@0)zF = an(d0)z" exp <Zbk2k> . (100)
p=0 n=0 k=1

whereb;, = b,je””‘/z, while a, (¢o), by, andc,f are defined in Eqgs. (93) and (95), respectively.

By explicitly expanding the exponential functions in (99) and (100) into power seriestbé rules (99) and
(100) can be transformed into recurrent sequences convenient for numerical computations [38]. Specifically, the
coefficientsf, (¢o) are given by the relations

p
fp(@0) = ap i(¢o) dr. (101)

k=0
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where

k
1
do=1  d=)Y —d" k=1

m! "~
m=1

and
1 m
) j ) @) .
dy’’ = b1, dpi’ = b1 E lbn+1dn{—n(nj —m+n).
n—=

The first three coefficients in Eq. (101) are as follows(po) = ao(¢o), fi(do) = ai(¢o) + biao(do), and

F2(¢0) = az(¢o) + bra1(¢o) + ao(¢o) bz + b?/2).
The coefficientg;;'t withg =1, 2, ... result from the successive use of the matrix recurrent relations

Sin[20(g + D]Gys1 = K,Gy + LyGy—1. (102)
with
K @t sing, 4+ e1*@tVsing_  &®sing, +e P sing_
7= e '®sing, + & sing_ e '*Ca+D sing, 4+ d*@+Dsing_ )’

Lo sin(2g®) —sin(2d)
1=\ —sin@2o) sinq®d) )

HereG, = (g;', gq_)T and the initial values for the recurrence procedure (102Fare= (0, 0)" andGo = (1,1)".
The first three coefficients are found from (102) as follogis:= 1, gi° = ¢, andgy = (c7)?/2.

Inthelimitasp. — Othe coefficientg;]t andf, (¢o) becomgféE = 1andg§]IE = Owithg > 1andfo(¢o) = ao(¢),
f1(¢o) = a1(¢), and f,, (o) = a,(¢) — ap,—2(¢o) With p > 2, respectively. This reduces the double series (98)
to the single one (92) for the case of Neumann boundary conditions if the limiting expression (83) for the function
W (¢ho) is accounted for.

To consider the alternative case of the Dirichlet boundary conditions obtained in thélimgit| — oo we
need to return to the Sommerfeld integral (3) and take the limit with respect to the Brewster angles in the transform
functionsS(+a + ¢). If both faces of the wedge are acoustically soft, the limiting expression given by (88) involves
only trigonometric functions and the corresponding Sommerfeld integral can be readily transformed into the Bessel
function series (92) (see, for example, [3]).

In order to obtain a series representation for the case of a wedge with one face acoustically soft and the other of
finite impedance, one should start with the formula (89) and expand it into a sequence of exponential functions. The
expansion is then inserted into (3) and the integral representation (97) for Bessel functions is again used, yielding
the series

2 +o00 = _
u(r, ) = ZVUO%H/Z) Z Js,, (kr)e_"’l’q”/zf,,(qbo)gq Sin [V (O + @)], (103)
0} p.q=0

wherei,, = v(p + 3) + ¢, and the functionl (¢o) is defined by Eq. (87).

The coefficientgfp (¢0) andg, can be found by expanding the generating functions similar to those in Egs. (99)
and (100) with
1 COS k(m/2 —6,)] —t sin[(2k — 1)64]

br = (—D)FF , = ,
k=D k cos(rvk/2) U (k — 3)sin[2¢0 2k — 1)]
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in place ofby andcki, respectively. The corresponding recurrence procedurépf@?o) results from Eq. (101) on
replacingby with by, whereas the one fgy, is

s 2sing cos(2dq) sin[2d(qg — 1)] .
g1 = T Sin2dg + 1% T sindg + 1%

withg_1 =0,g0=1,andg =0, 1, 2, ... One may check that in the limit. — 0 the series (103) reduces to (92)
for the case of mixed boundary conditions with = 0 and Imf_ = oc.

The series (98) and (103) converge absolutely. This can be seen by noting thatfoo the recurrence relations
(101), (102) and (104) lead to the estimates

(104)

gE=0E"),  fulgo) =0€"), g =0EM%h 7 (po) = OE™IMO:), (105)

with V defined in Eq. (91). Since for large and positivéhe Bessel functiong, (kr) behave like Ofkr/v)"], the
estimates (105) guarantee the convergence of the series.

The members of (98) and (103) become negligible whgn> O(kre") andi,, > O(kreM%+), respectively.
This means that the series representations are particularly useful for small and moderate ¥al|ssaef retaining
a few leading terms in Egs. (98) and (103) may provide accurate approximations for the whole series.

We may now consider the behaviour of the Malyuzhinets solution near the edge of the wedgéwhef.
Replacing the Bessel functions in Eq. (98) with their ascending series

kr)’ & (=1)J kr\%
JLkr)y = = —_— =) 106
“ <2> jX_(:)j!F(v+j+1)<2> (oo
whererl («) is the Gamma function, transforms the solution into a power series of the form
o o
u(r, @) =Y (kr)" Y Apm(@)(kr)", (107)
p=0 m=0

with coefficients directly related tg;E and f,, (o). If kr is sufficiently small, we may retain only a few leading
terms in (107), yielding the approximation

u = Ago + A10(®)(kr)” + Aor(¢)kr 4 O[(kr)?], (108)

where§ = inf (v, 1) and

4
Ago = VUO% cos(veo),
. Yg(m/2)cos(vao) _
Ao1(¢p) = —ivUp U (go) Sin(2P) [sin64 cos(¢p + @) + sind_ cos(¢p — D),
4 .
Aro() = Up L2 /2 SN0P) COSWI0) ) oy . (109)

(2T (v + 1) W (o)

with b1 = ib] defined from Eq. (95).

Eq. (108) describes the behaviour of the wave field near the edge of an impedance Agdgthe main term.
It characterises the value of the wave potential ¢) at the edge, and agrees with the limiting expression (79), as
expected. The next two terms of Eq. (108) are necessary to describe the edge behaviour of the deriyatieesl
du/(rd¢) thatrepresent the radial and angular components of the particle speed in the acoustic case or the associated
components of the electric/magnetic fields in the electromagnetic case. If the wedge is acutebthatris?, then
v < 1 and the first derivatives of the functiarir, ¢) with respect to any coordinate have a singularity of the form
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A10(¢)(kr)*~1 at the edge, which arises from the second term in Eq. (108). Alternatively, in the case of an internal
wedge, i.ed < /2, the first derivatives are bounded at the edge and their behaviour depends on the third member
in the right part of Eq. (108), proportional #y1(¢).

The expansion (108) is also applicable if one or both faces of the wedge is acoustically hard, which can be
considered by taking the appropriate limits with respect to the impedance parameters in equations (109). In the case
that one of the faces is acoustically soft, corresponding to the Dirichlet boundary condition, the formula (108) is
replaced by the following:

u(r, $) = Boo(¢) (kr)"/% + O[(kr)*+"/?], (110)
with
20y (/2)sin[v(go+ )] . v
B = U ~ —(® s
o) = U0 ooz b 20

which follows from the relevant series representation (103).

By contrast with Eq. (108), the expression (110) implies that irrespective of the wedgeletinglevave potential
u(r, ¢) vanishes agr — 0 while its first derivative®u /or andou/(rd¢) tend to zero ifd < 7 /4 or are singular
at the edge ifb > 7 /4, in accordance with the estimate= O[(kr)~1+"/2]. Notice that this singularity of the field
derivatives is stronger than that for the wedge with faces acoustically hard or of non-zero impedance.

As it was pointed out in Section 2.3, certain terms in the expansion given by (42) and (43) may become infinite
when® = @,,,,, whered,,, = 7n/[2(2m — 1)] with n andm integers. However, such singularities can be shown
to cancel each other so that their sum (43) remains bounded, which means that these cases can be treated by simply
taking the limit® — &, in the series expressions presented so far in this section. As a result of cancelling the
singularities the derivatives of the Bessel functifyikr) with respect tov may enter the series (98) and (103).
Correspondingly, the logarithmic terms of the fors)” In 4 (kr) with integerp andg occur in the expansions
(107). The analytic structure of the resulting series depends on the particular valuaesai in ®,,,. Two specific
examples are presented next, fgrm = 1 (a flat surface with an impedance step), andifoe 2, m = 1 (an
impedance half-plane).

Taking the limit® — /2 in Eq. (107) gives an expansion of the form

00 p
u(r, @) =Y _(kr)P > Apm(¢)In" (kr), (112)

p=0 m=0
which, for sufficiently small values dfr, can be replaced by the formula
u(r, ) = Aoo+ A11(@)kr In (kr) + O(kr).
Here

Vg (m/2)

A11(¢) = Ug U (o)

(sinf, — sinf_) cosgp sing,

while the coefficientdgg equalsAgg from Eq. (108) with® = /2. A consequence of Eq. (111) is that the first
derivativesdu/9r anddu/(rd¢) of the wave function for diffraction from an impedance step exhibit a logarithmic
singularity at the discontinuity point, rather than an algebraic power law singularity.

In the case of an impedance half-plane, one has the expansion

u(r, @) = Y (kr)? Y In" (kr)[Azpm(@) + kr) 2 Agpram(@], (112)

p=0 m=0
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with coefficients defined such that,,, (¢) = 0 if n < m. Two leading terms of Eq. (112) are:
u(r, ) = Ago + VkrAro(¢) + Otkr Inkr),

whereAgp = lim ¢ 7 Ao andAlo(qb) = limg_rA10(¢p). Thus, at the edge of an impedance half-plane the singular
components of the wave field behave agk®]1/2].

Similar expansions occur if one face of the half-plane or the impedance step plane is acoustically soft. The
expansions differ in their analytical form from (111) and (112) only by a fa@oy’/?, and the coefficients in their
leading terms are given §oo(¢) from Eq. (110) with® — /2 or & — x, respectively.

4.2. The edge field

The value of the total field at the edge of an impedance wedge is not, in general, an easy quantity to compute
because of its dependence on Malyuzhinets functions. Although these are now well documented, and fast algorithms
exist for their computation (see Section 2.3), they are still cumbersome to handle as compared with trigonometric
functions. In this section we show how the edge field can be described in a simple way, using only trigonometric
functions. Also, the edge field is analysed as a function of the face impedances and the vertex angle of the wedge.

We will work with the normalised edge fielth(¢o) = u (0, ¢)/Up, which is the total field at the edge for a plane
wave of unit amplitude incident from directigr. It follows from the alternative form o¥’ («) in Eq. (80) that the
limiting expression (79) for the edge value of the total field can be rewritten

v COS(v) X4 (¢, 04)X (¢, 6-)

") = CosBé + & — 6:)]cos (@ — b+ 6] (13
where
Kooy = Volo £ (@ —7/2-0)] 114)

Volp £ (@ —7m/2+0)]

If the impedance of a face is a pure reactance, that is, it is purely imaginary, then the associategl, amgle,
0_, is also purely imaginary. Let us assume for the moment that this is the case for both faces, then the fact that
Vo (@) = Vo (a) implies that| X+ (¢, 6+)| = 1. The denominator in Eq. (113) can be further simplified by splitting
the terms sim(¢ — 64)] and sin p(¢ + 6-)] into their real and imaginary parts, yielding

2v cos(vo)

luo(@) = [cosh(v]64]) — sin(vg)]Y2[cosh(v|6_]) + sin(ve)]L/2” (115)
Thus, in general
lug(g)| < % for reactive faces (116)

with equality for the rigid wedge&d, = 6_ = 0).

The upper bound (116) may be replaced by an exponential bound in certain cases. For example, the identity (115)
implies that the total field at the vertex of a narrow wedge-shaped region with reactive faces su@h.that 1 is
exponentially small, and less than éxp[—3 (|64 | + [6—])] in magnitude.

Pierce and Hadden [52] considered diffraction from a wedge with finite but large impedance, in which case
approximations can be made using the rigid limit as reference. The same can be achieved for the tip field as follows.
For hard faces the anglés are small. For simplicity, we consider the case of identical impeda#fges, 6, and
find after a simple expansion of (113) that

T Y v
uo(@) ~ [1 ~ costogy H 2o (9= @+ 5) = 2me (94 @ 5)] : (117)
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Fig. 5. Dependence of the edge field on the surface impedance for identical nearly hard boundaries.

The right-hand side may be simplified by using the integral representation (25)) famd (28), to give
b4 T T
uo(¢) ~ & Hl-l- 6 [ncp/z (¢> + §> — Ne/2 (¢> - E>“ : (118)

The curves in Fig. 5 show the normalised coefficiertt wf Eq. (118), defined asb/m)dug/96|9—0, as a function
of ¢ for different wedge angle® = 77 /8 (outermost), 3/4, 57 /8, 37 /8, 7 /4, andr /8 (innermost). We conclude
that softening the faces, that is, increasinggReom 0, always has the effect of decreasing the tip field, and the rate
of decrease is greatest for small wedge angles.

The functionug(¢) in (118) considered as a function ¢fe (—®, ®) has a single maximum &t = 0 and the
stationary value is

u0(0) = = [1+20ma/2 () + 0061 (119)

The edge pressure depends upon the combination of Malyuzhinets functions given by thesaeuét. ) X _ (¢, 6_),
which as we saw above, is of unit magnitude if the resistive part of the impedances are zero. For general wedge
angles the magnitudeX . (¢, 6+)| can be expressed, using Egs. (30) and (34), as

[+ (®—7/2—01)]% — [5(2 — 1) + 20 (2 — D]?
[+ (@ —7/2+61)]? — [5(2 — 1) + 20 (2k — 1)]? |

log| X+(¢, 62)] = > Y "(=1)'*Hlog

I1=1k=1

(120)

Although this is a double sum, it easily programmed and converges quickly when the real gartarefsmall.
Numerical tests have revealed the following chains of inequalities

X:.0) = X2 (70,5 )| = |x: (0. 5)| =0, (121)
and
X0, 0)] = [Xa (£, %)‘ < X (#n, %)‘ ~ 2.07975 (122)

These latter indicate that the magnitude of the ‘doubldunction is of order unity, but never much more than
one.

It is interesting to compare the magnitudes of the edge field relevant to a wedge and a flat impedance surface. To
this end, consider a ratio
uo(0)

— | 2o® | 123
10(0)|p=r/2 (123)
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Fig. 6. Ratio of the edge field magnitudes relevant to a wedge and a flat surface of the same impedance as a fénction of

that relates the fieldy (¢o) at the edge of a wedge with equal face impedafges 6_ = 6 to the oneto(¢o) |o=x /2
on a flat surface with the same impedance, assuming that an incident plane wave comes from thegfjrecfion
Fig. 6 shows this ratio as a function of the vertex angléor various values of the surface impedange:= 0
(curve 1),6. = 0.05 (curve 2)p+ = /2 (curve 3)H+ = 0.05+ 2.5i (curve 4),0L = 0.05+ 5i (curve 5).

The shapes of the calculated curves differ essentially according to the value of the impedance. For acoustically hard
boundariesq = 0), the parameter grows without limit asb — 0, which clearly corresponds to the concentrating
ability of a horn @ < = /2) with ideal borders (curve 1). If a small absorption of the field energy by the horn
walls is accounted for, then the dependence (123) becomes bounded and exhibits a maximum (curve 2), which
means that for a given value of the impedariéé £ 1) there exists an optimum value of the horn width at which a
linear antenna placed at the edge would radiate most efficiently. Alternatively, in the case of substantially absorbing
boundaries|f| > 1) the shape of the computed curves changes to become a monotonically increasing function as
the vertex angl& grows (curves 3 through 5) and the maximum is achievebl at 7z (an impedance half-plane).

5. Conclusions

Malyuzhinets’ theory for scattering from wedge boundaries combines many well known techniques from mathe-
matical physics. These include: the Sommerfeld integral (2), which is the basic ansatz; the Laplace transform, which
provides the inversion formula for the Sommerfeld integral and hence the crucial nullification theorem. The core of
the Malyuzhinets theory involves functional difference equations, (52), which are solved using Fourier transforms
and the fundamental Malyuzhinets functigg . In this review we have attempted to emphasize the elegance and
compactness of the Malyuzhinets theory, while remaining faithful to his original notation. In fact, his judicious
choice ofi¢ as the central function has stood the test of time. The application of these results is now practical
through the use of efficient computer algorithms for ¢hgfunctions.

We have surveyed developments since the 1950s, when the bulk of Malyuzhinets’ publications in this area
appeared. In order to adequately describe the field behaviour near the edge of an impedance wedgesvihen
the Malyuzhinets solution should be complemented by its alternative, series form. Thus, we have shown how to
transform the Malyuzhinets integral into a sequence of Bessel functions. The original, integral form of the solution
is best suited for the analysis of the field far from the edge of an impedance wedgesmiyerd. Such analysis
will be presented in our forthcoming publication.

The methods surveyed here are applicable not only to the problem considered, but have recently found novel
application to diffraction from wedge boundaries with higher order boundary conditions. For detailed discussions
of this subject see, for example, [80—-86].
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This paper has dealt with two dimensional fields applicable to the case when the incident wave falls at a right
angle to the edge of the wedge, and consequently there is no dependence upon the third coordinateasayed
along the edge. A three dimensional extension of the Malyuzhinets solution for scattering of an obliquely incident
plane wave from an impedance wedge is quite straightforward in acoustics. It can be achieved by separating out this
dependence in the exponential factor @xjkz sin xo) whereyo is the skewness angle agg = 0 corresponds to
normal incidence.

In contrast, the case of oblique or skew incidence in electromagnetics implies qualitative complications because
of a need to work with vector Maxwell's equations rather than with a scalar Helmholtz equation. Generally, one
has to solve a system of coupled equations for two unknown spectral functions and the solutions reported in the
literature so far relate only to particular cases which are a wedge with surface impedancé.ugityr(2), a full
plane impedance junctiord(= 7/2), a half plane ® = x), and right-angled exteriol{ = 37 /4) and interior
(® = n/4) wedges. The interested reader is referred to [73,87] for recent references and further discussion of this
subject.

Similar complications arise for the elastic problem, in which the regidn < ¢ < & is described by the
equations of isotropic dynamic elasticity, and the faces are either rigidly clamped or free of traction. The present
analysis applies to the case of a shear wave polarised in the out-of-plardirection. Any other polarization or
any skew incidence of the shear wave leads to mode coupling and the problem once again becomes vectorial in
nature, such that it can not be solved any more in an explicit form (see, for example, [66]).
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